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Dialogue-based Conversational Recommender Systems 
(DCRS)
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Dialogue-based Conversational Recommender 
System is one type of task-oriented dialogue 
system which assists users in seeking for 
recommendations (e.g., movies, music, hotels, 
and restaurants).

Feedback

Recommendation

Icons made by: https://www.flaticon.com/

Can you recommend to me 

a comedy family movie for 

tonight?

https://www.flaticon.com/authors/flat-icons
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Dialogue-based Conversational Recommender Systems (DCRS)

Existing Research Studies
- mainly focus on one-shot recommendation(s)

Predicting user intents 
and satisfaction 

1. Understand users’ 
preference

2. Select an appropriate 
system action

3. Adapt recommendation 
to user needs

Essential for DCRS

User intent indicates the goal or intention 
that users have during their interaction with 
the system (Rose and Levinson, WWW 2004)

User satisfaction indicates if the 
user’s goal is fulfilled to some extent. 
(Hashemi et al., CIKM 2018)
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Dialogue-based Conversational Recommender Systems (DCRS)
User Intent Discovery

● Main idea: investigate user intents/goals
● Related Work

Most-frequent user intents:
● Recommendation
● Comparison
● Ask opinion
● Q&A

Three session-aware intents:
● Add filter condition
● See-more
● Negation 

(Yan et al., AAAI 2017)

User initial query goals: 
● Objective, 
● Subjective
● Navigational

Follow-up query intents: 
● Refine
● Reformulate
● Start over 

(Kang et al., Recsys 2017)

1st Research Objective:
● To understand the dialogue-based 

interaction of users by analyzing 
their conversations with human 
recommenders in a multi-turn 
dialogue. 

Main limitation: The user data were not 
collected through natural conversations.

Identified from questions 
posted in the community sites

Identified from queries prompted 
by pre-defined system questions
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Dialogue-based Conversational Recommender Systems (DCRS)
User Intent Prediction

● Utterance classification problem
● Previous work on conversational search and general dialogue systems  

Classification Models:
Conventional Machine Learning Methods 

● SVM (Bhargava et al., ICASSP 2013)
● LR (Sun et al., NIPS-SLU 2015)
● HMM (Surendran and Levow, SLP 2006)
● AdaBoost (Qu et al., CHIIR 2019)
★ Advantages: Able to identify important 

features for user intent prediction.
Deep Learning Based Methods

● CNN (Bhargava et al., ICASSP 2013)
● RNN/LSTM (Liu et al., EMNLP 2017)
★ Advantages: Learn high-level features from 

utterances to improve prediction accuracy.

2nd Research Objective:
● To define various categories of 

feature to predict user intents 
specific to DCRS.

● To investigate user intent prediction 
task in DCRS using conventional ML 
methods and DL methods.

Features:
● Content 
● Discourse 
● Sentiment 
● Context (new)

But few work studied user intent prediction specific to DCRS
- Lack of a well established taxonomy 
- Lack of annotated dialogue data
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Dialogue-based Conversational Recommender Systems (DCRS)
User Satisfaction Prediction

● Sequential classification problem
● Previous work on community question answering (CQA) and Intelligent assistant (IA)

3rd Research Objective:
● To investigate the feasibility of leveraging 

dialogue behavior features (involving user 
intents and recommender actions)  to 
predict user satisfaction with 
recommendations in DCRS.

Classification Models:
Conventional Machine Learning Methods 

● SVM, Random Forests (Liu et al., SIGIR 2008)
● LR (Mehrotra et al., WWW 2019), 
● GBDT (Kiseleva et al., SIGIR 2016)
★ Advantages: Easy to interpret the reason of 

improved prediction performances
Deep Learning Based Methods

● LSTM/Bi-LSTM (Hashemi et al., CIKM 2018)
● Neural Tensor Network (Chen et al., WWW 2017)
★ Advantages: Better capture relationships within 

interaction sequences.

Features:
● Utterance-level features 

(i.e., content, discourse, sentiment features)
● Dialogue behavior features 

(i.e., user intents and recommender actions)

However, few work investigated user satisfaction prediction specific to DCRS
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RQ1: How can we classify users’ intents and recommenders’ actions respectively 
in the dialogue conversation?

RQ2: How can we accurately predict a user’s intents given her/his utterance in the 
recommendation dialogue?

RQ3: How does user satisfaction relate to their intents and recommender’s 
actions in multi-turn interactions, and how can we accurately predict user 
satisfaction with the recommendation?

Our Research Questions



Step 1: Taxonomy of User Intents & 
Recommender Actions
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ReDial Dataset 
human-human dialogues centered 
around movie recommendations 
(Li et al., NIPS 2018)

ReDial dataset: https://redialdata.github.io/website/

Statistics of our selected dialogue data (from ReDial)

Recommendation Dialogue Data

https://redialdata.github.io/website/


10

Taxonomy of User Intents (RQ1)
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Taxonomy of Recommender Actions (RQ1)



Step 2: User Intent Prediction
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User Intent Prediction
● Multi-label Classification Problem

For each given user utterance, the goal is to predict a subset of user intent labels. 
E.g., “I did see that one, but I didn’t really like it. I do love 80s movies though.” 
-> two intents: Reject and Critique-Add

● Methods
○ Classification Models

■ 8 Machine Learning Models: LR, SVM, Naive Bayes, XGBoost, MLP, etc.
■ 2 Deep Learning Models: CNN, Bi-LSTM.

○ Transformation Strategies (transform multi-label classification into single-label problem)
(1) Binary Relevance;  (2)  Classifier Chain;  (3)  Label Powerset.

● Features
● Evaluation Metrics

○ Label-based Accuracy
○ Precision
○ Recall
○ F1-score
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Results - User Intent Prediction (RQ2)
Comparison of Classification Models

★ Classification Models: XGBoost (overall best)

★ Transformation Strategies: Classification Chain 
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Results - User Intent Prediction (RQ2)
Comparison of Feature Categories

★ Content features → most effective

Only consider the previous recommender response

Consider the previous 
utterance-response pair

★ + Context features can significantly  
boost the prediction performance

★ Each feature category brings 
certain contribution
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Results - User Intent Prediction (RQ2)
Individual Intent Prediction

It is still challenging to identify some intents, e.g., Provide Preference, 
Reject, Critiquing-Feature, Critiquing-Add.

achieve relatively high accuracy
Seen

Accept

Provide Preference

Reject



Step 3: User Satisfaction Prediction
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Dialogue Data Analysis

Distribution comparison between satisfactory (SAT-Dial) and unsatisfactory dialogues (unSAT-Dial)

User Intents
● unSAT-Dial: See, Add Details (i.e., Provide Preference, Answer, and Ask)
● SAT-Dial: Inquire

Recommender Actions
● SAT-Dial: Explain (e.g., Explain-Introduction, Explain-Preference)

Providing explanations is likely to increase users’ acceptance 

Seekers more often add details to indicate their preferences in unSAT-Dial
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User Satisfaction Prediction
● Binary Classification Problem

Given a fixed number (𝑁) of turns in the dialogue, the goal is to predict if the user would 
eventually accept a recommendation.

● Classification Models
○ 8 Machine Learning Models: LR, SVM, Naive Bayes, XGBoost, MLP, etc.

● Features
○ Dialogue behavior features (i.e., user intents and recommender actions)
○ Utterance-level features (i.e., content, discourse, and sentiment features)

● Evaluation Metrics
○ Precision
○ Recall
○ F1-score
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Results - User Satisfaction Prediction (RQ3)
Comparison of Classification Models Comparison of Feature Categories

★ Effective Features: 
○ Dialogue behavior features  

(i.e., user intents and recommender actions) 

Consider the previous 
utterance-response pair

★ Classification Models: MLP (best precision & F1)



Conclusions 
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Conclusion
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1. Two hierarchical taxonomies established for user intents and recommender actions 

respectively 

2. User intent prediction: Some methods (such as XGBoost and SVM) can achieve 

outperforming accuracy by unifying four feature categories (i.e., content, sentiment, 

discourse, and context)

3. User satisfaction prediction: Leveraging both user intents and recommender actions 

enables some model like MLP to achieve competitive accuracy

Intent Annotation of Recommendation Dialogue (IARD) dataset is publicly available: 

https://github.com/wanlingcai1997/umap_2020_IARD.git

Summary



Conclusion
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1. To verify the taxonomies’ generalizability to other dialogues and product domains 

2. To label more dialogue data and identify whether deep learning (DL) methods would 

become superior when the dataset is enlarged

3. To investigate the temporal sequence of utterances/responses within a dialogue, 

which might act as potentially useful context features to further improve the 

prediction accuracy

Future Work



Thanks! Q&A
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